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Introduction

Machine learning is an analytical method that researchers have been using since the mid-20th 
century (Samuel, 1959) that “studies how to use computers to simulate human learning 
activities, and to study self-improvement methods of computers” (Wang et al., 2009, p. 1). 
Machine learning seeks to imitate human learning by using self-improving algorithms, which are 
computational processes that use input data to complete a task without being programmed to 
produce a specific outcome. To do so, algorithms go through a repetitive process in which they 
identify patterns in the data and, over successive iterations, adjust the model to better complete 
their desired task (El Naqa & Murphy, 2015). Using such advanced techniques, machine learning 
has enabled academics to conduct analyses that they would not have been able to perform using 
conventional analytical techniques.

The scope of this article is to provide a general overview of research using machine learning in 
management to give interested management researchers a sense of what kinds of data machine- 
learning models can assess and how commonly used machine-learning models are built. This 
article will begin with a general review of the types of data that machine learning can assess and 
provide a general overview on how machine-learning models are built. For further information 
on the specifics of model building, a table of supplementary readings is provided in Further 
Reading. The article then proceeds to assess how machine learning has been used in management 
and ends with common critiques of machine learning and considerations of new methods. A 
glossary of terms has been provided in the Appendix; terms included will be italicized at first 
mention in the article.
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Overview of Machine-Learning Approaches

Decades of management research have focused on identifying best practices using traditional 
analytical methods, such as regressions, structural equation models, multilevel models, and so 
on. Although powerful, these models come with a set of assumptions that, if violated, damage 
their ability to accurately represent the underlying phenomena (Berry, 1993; Osborne & Waters, 
2019). These regression-based models assume that outcome variables are normally distributed, 
that error variances are homogeneous across all predictor variables, that predictor variables are 
not highly correlated, and, unless clearly specified, predictors and outcome variables are linearly 
related (Erceg-Hurn & Mirosevich, 2008). However, in the data typically used in management 
research, these assumptions are likely to be violated, resulting in unreliable estimates of the 
relationships between predictors and the outcome (Berry, 1993). Moreover, regression-based 
models do not automatically consider complex relationships. Thus, should researchers wish to 
identify interactions or nonlinear effects, they must manually specify them in the model. This 
need to prespecify all effects is a severe limitation as it restricts the scope of the analysis to the 
researcher’s knowledge. Given the natural limits of human cognition, this reliance likely results 
in many complex relationships being overlooked. Given these difficulties, regression-based 
methods are often not well suited for examining complex data with large sample sizes and many 
intercorrelated and interacting variables.

However, machine learning is the perfect tool for examining such complex data as it does not 
share these limitations. First, most machine-learning models make no assumptions about the 
nature of the data, such as normality, homoskedasticity, absence of multicollinearity, and 
independently and identically distributed errors (Goldstein et al., 2017; Yaworsky et al., 2020). 
Consequently, these models can process a large number of highly correlated predictors and 
nonnormally distributed variables while still accurately representing the underlying 
phenomenon. Second, because machine-learning models make no assumptions about the 
relationships between variables, they can assess nonlinear effects and interactions between 
variables automatically (Breiman, 2001; Friedman, 2002; Goodfellow et al., 2016). By considering 
all possible effects, machine learning also overcomes the constraints of human cognition, in 
which important relationships may not be assessed and are therefore overlooked. In these ways, 
machine learning is capable of allowing researchers to examine incredibly complex datasets that 
conventional statistical analyses would be ill-suited for.

It should be noted that while machine-learning models are a great way to handle complex data, 
the use of machine-learning methods is not always called for. Table A1

provides a list of the pros and cons to both machine-learning methods and traditional 
regression-based methods. In essence, while machine learning allows researchers to assess 
complex data, it does come with a number of practical difficulties (e.g., greater time investments, 
the necessity of large datasets and high-performance computers) and results in models that are 
often difficult to interpret. Thus, in situations where data is not complex and all statistical 
assumptions are satisfied, traditional methods, such regression analyses, are the ideal tool. The 
practical inconveniences of building a machine-learning model are not worth the effort if a 
simpler method will suffice.
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Type of Input Data and Models

Machine learning has been used in management to analyze both text and numeric data. Both 
types of data can measure a wide range of phenomena, and most phenomena can be represented 
using either form of data. This input data can be assessed using two broad classes of machine- 
learning methods: supervised and unsupervised. Supervised machine-learning models analyze data 
with a predetermined outcome variable in order to predict the outcome based on the input data 
provided; unsupervised machine learning analyzes data to freely build models without a specific 
dependent variable (Leavitt et al., 2021). Examples of unsupervised machine learning are 
automatic clustering of observations or language translation.

When analyzing numeric data, management researchers typically use supervised machine- 
learning methods to predict an outcome. When analyzing qualitative data (primarily text but 
sometimes also images and videos), management researchers have used both supervised and 
unsupervised machine-learning algorithms. Specifically, management studies use supervised 
machine-learning models for text classification; that is, to detect the frequency of known 
constructs in the text (Kang et al., 2020; Pitigala & Li, 2015). Unsupervised machine learning is 
often used for topic modeling, which seeks to discover themes within a collection of text by 
building a model that freely examines how words cluster around topics within the larger corpus 
of documents (Blei et al., 2003). Next, the general process of building machine-learning models 
using both numeric and text data will be reviewed, focusing on models that are commonly used in 
management research (see Table A2 for an overview).

Basic Process of Building a Machine-Learning Model With Numeric Data

Although there are many different machine-learning models, several basic steps are common to 
most. Before building their model, researchers first often engage in feature engineering in which 
they exclude, clean, and process variables before analysis (Dong & Liu, 2018). For example, 
researchers can exclude variables that are irrelevant to the model and one-hot-encode categorical 
variables (see Table A1 for a glossary of definitions). Second, researchers must choose which 
method to use to impute any missing data. They can use traditional multiple imputation (Lee & 
Simpson, 2014) or use machine learning-based imputation (Tang & Ishwaran, 2017). The latter is 
usually more efficient, has narrower confidence intervals, and has less imputation bias (Shah et 
al., 2014).

Researchers next need to decide which algorithm they will use to build their model, a decision 
whose options will be discussed later in the chapter. Researchers also need to decide the model’s 
loss function, which assesses the gap between the true values of the outcome and the predicted 
values the model estimates. The loss function can be the same as that used in traditional analyses 
(e.g., mean square error for continuous outcome variables). However, dozens of loss functions 
have been proposed in the machine-learning literature for different purposes (e.g., dice loss and 
focal loss for unbalanced data with very few positive cases; Li et al., 2020). Once a loss function is 
chosen, machine-learning algorithms then work on minimizing loss as much as possible by 
iteratively adjusting the model’s parameters.
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However, machine-learning models often overfit the data while trying to minimize the loss 
function, which means that the model would fail to make accurate predictions when presented 
with new data. The first step to detecting overfitting is unseen testing (Browne, 2000; Cabitza & 
Zeitoun, 2019). In this testing, a small representative sample of the overall data, the unseen data, 
is hidden away during the model-building process. The model is then built on the remaining data, 
known as the seen data, which holds a large majority of the observations from the original 
dataset. Once the model is built on the seen data, it is presented with the unseen data. The 
model’s accuracy in the unseen data is the key metric that should be reported (with the 
assumption that accuracy on the seen data is most likely exaggerated due to overfitting and is 
thus not reliable). If the model has acceptable accuracy in the unseen data, then the model has 
passed the unseen test. If the gap between the model’s accuracy in the seen data and the unseen 
data is small, then the model has minimized overfitting. In practice, the model’s unseen accuracy 
tends to be lower than the seen accuracy; however, if the proper precautions are taken during 
model building, it is possible to see higher accuracy in the unseen testing.

Researchers can reduce overfitting by taking preemptive steps during model building. A simple 
approach is cross-validation (Browne, 2000), such as k-fold cross-validation (Fushiki, 2011). A 
commonly used value of k is 10. Here, the seen data is randomly split into 10 parts. The model is 
then built on nine parts and used to predict the outcome in the 10th part. The loss value is 
generated from this 10th part. This loop is repeated until the loss value is generated from each of 
the 10 parts. The average loss value across the ten parts is the key metric of interest that needs to 
be minimized. Another common approach is the leave-p-out technique, in which the data is split 
into a training set on which the model is built, and a validation set, which is used to test the 
predictions of the model built on the training set; the two sets are reshuffled after every iteration 
of the model (Browne, 2000). Cross-validation reduces overfitting because it assesses how well 
the model generalizes to new data during the model-building process. In practice, cross- 
validation is now a normal option in most common algorithms and the user guide for that specific 
algorithm will describe how to enable it. Another method to reduce overfitting is using a 
regularization parameter. When a model is overfitted, it often relies on a large number of 
predictors (Hawkins, 2004). Regularization parameters penalize the model for relying on too many 
variables, thus reducing overfitting (Ghojogh & Crowley, 2019).

In addition to reducing overfitting, researchers should also be wary of underfitting; that is, their 
model is less accurate than it can be because of suboptimal parameters. Many machine-learning 
model parameters are often set to default values that may not be the best set of values for a given 
analysis. To find a relatively optimal set of parameters, researchers can conduct a hyperparameter 
search to test how well the model performs with many different combinations of parameter 
values. There are three different hyperparameter search methods—grid search, random search, 
and Bayesian search (see Yu & Zhu, 2020 for details; also see Table A1). Across all hyperparameter 
search methods, the set of parameters that generate the lowest loss value in the seen data is 
deemed the best set of parameters. This final set of parameters are the ones to use to build the 
final model.
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Once the hyperparameter search process is complete, a final model is built on the seen data using 
the selected set of parameters. Next, a few specific machine-learning models that are commonly 
used in management are reviewed: decision trees and neural networks.

Decision Trees

Decision tree-based algorithms are commonly used to build machine-learning models with 
numeric data. These models build classification trees that identify variables that best split the 
data into the categories of interest (Kotsiantis, 2013). This basic approach is used in multiple 
machine-learning algorithms, such as random forest, Bayesian networks, generalized boosted 
models, and extreme gradient boosting (XGBoost). Random forest models create multiple 
independent trees and make their final prediction by aggregating the results across all trees 
(Breiman, 2001). A variation on the random forest algorithm is the boosted tree algorithm, in 
which the trees are serially dependent—successive trees learn from the errors of previous trees 
before all trees are aggregated to make the final prediction (Natekin & Knoll, 2013). A more 
powerful variation of this method is called extreme gradient boosting (XGBoost; Chen & Guestrin, 
2016; Cho et al., 2020). XGBoost differs from the boosted tree algorithm as it uses both the lasso 
and ridge regularization methods (Hastie et al., 2009) to penalize the model for using too many 
predictor variables, thus reducing the chances of overfitting the data. Additionally, XGBoost 
utilizes the parallel computational power of graphics cards, allowing for faster model building.

Neural Networks

Neural network models have been responsible for most recent breakthroughs using machine 
learning in academics and industry in the 21st century (e.g., Gil et al., 2014). Neural network 
algorithms mimic the structure of neurons in the human brain, in which perceptrons, similar to 
neurons, are connected in a neural network (Rosenblatt, 1958). A perceptron takes weighted 
inputs from multiple other perceptrons. Each perceptron has an activation function that 
generates an output, which is passed on to subsequent perceptrons in the chain to which the focal 
perceptron is connected. In the final neural network model, each input weight on each perceptron 
is optimized to predict the dependent variable (Schmidhuber, 2015).

A neural network has three sections: the input layer (i.e., the predictor variables), the 
intermediate layer, and the output layer (which predicts the outcome variable). Deep-learning 
neural networks contain multiple intermediate layers, which help build more complex models 
(Schmidhuber, 2015). Deep-learning machine-learning models work through forward and 
backward propagation to optimally weigh predictors in the multiple hidden layers of perceptrons. 
This optimizing of weights involves an iterative process in which the algorithm adjusts the 
weights and tests the accuracy of the model until either the model’s error is no longer 
significantly reduced across successive iterations or until the model has completed a maximum 
number of iterations (Goodfellow et al., 2016).
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There are numerous other variations on neural networks (Islam et al., 2019). For instance, 
recurrent neural network algorithms are used to analyze inputs that are sequential in nature, 
such as text and time series data (Zaremba et al., 2015), and convolutional neural networks are 
used to analyze multidimensional input data, such as images and videos (O’Shea & Nash, 2015).

Evaluation Metrics for Machine-Learning Models Using Numeric Data

Once the model is built, researchers must then test the accuracy of the model in the unseen 
dataset. To determine the performance of a model in unseen testing, researchers rely on a 
number of metrics. There are dozens of other metrics that researchers have created but it would 
be beyond the scope of the current article to cover all of them; thus, only the most prevalent will 
be presented. To assess the performance of classification models (i.e., in which the outcome 
variable is binary or categorical), researchers should examine the confusion matrix in the unseen 
data. This is a table that shows the number of observations that the model classified correctly 
versus incorrectly for each category in the outcome variable. The information from this confusion 
matrix can be used to then calculate a number of other metrics.

The first performance metric is accuracy, which measures the proportion of observations that 
were accurately classified (i.e., the sum of true positives and true negatives divided by the total 
number of observations). This metric is often compared to the model’s no information rate, 
representing the accuracy if the model merely guessed the most prevalent class for all 
observations. Note that if an outcome variable is unbalanced with only a small number of 
observations in a single class, accuracy is unlikely to adequately represent the model’s 
performance. For instance, when examining corporate misconduct, Bao et al. (2020) found that 
only 3% of the observations committed fraud. A model using such data would have a no 
information rate of 97%, so the model could have deceptively high accuracy while still 
misclassifying the majority of fraud cases.

In classification models, numerous metrics other than accuracy are important and should be 
reported. Sensitivity, defined as the ratio of true positives to the number of positive cases in the 
data, measures a model’s ability to identify positive cases. Sensitivity is a particularly important 
metric when the goal is to pick up positive cases (e.g., identifying cases of fraud). Specificity, 
defined as the ratio of true negatives to the number of negative cases in the data, measures the 
model’s ability to identify negative cases. When an outcome is unbalanced, these metrics can 
provide a more holistic insight into the model’s accuracy, allowing the researcher to see whether 
the accuracy is primarily driven by the accurate classification of positive or negative cases. With 
unbalanced classes, other useful metrics are balanced accuracy, which is the average of sensitivity 
and specificity, and the F1 score, which is the geometric mean of sensitivity and precision. 
Precision is the ratio of true positives to predicted positives (i.e., the sum of true and false 
positives). The final classification metric of note is the Area Under the Receiver Operating 
Characteristics Curve, or simply Area-Under-the-Curve (AUC). AUC measures a model’s ability to 
rank order positive and negative cases. It does so by examining the probability that, when given a 
random positive and negative case, the model would assign a higher probability of being positive 
to the positive case than to the negative case.
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Machine-learning regression models, that is, machine-learning models that predict a continuous 
outcome are metrics identical to those already commonly used for evaluating linear regressions, 
such as R , which measures the percentage of the variance in the outcome that the model explains 
(Botchkarev, 2019). As a percentage, it is also a metric equivalent across models regardless of how 
the data are scaled, making it useful for comparing models.

While there are many formal performance metrics for assessing supervised machine-learning 
models, assessing the performance of an unsupervised model is generally not possible via simple 
mathematical constructs (Palacio-Niño & Berzal, 2019). Instead, secondary field testing is an 
appropriate method to determine the performance of unsupervised models. In this testing, 
researchers conduct follow-up studies to validate the model’s findings using traditional methods.

Basic Process of Building a Machine-Learning Model With Text Data

While machine-learning models that use numeric data in management are most commonly 
supervised, those that use text data often use both supervised and unsupervised learning to detect 
and discover topics and themes within texts.

Topic Classifiers

Text is unstructured data. However, text can be converted into structured data using topic 
classifiers, which use machine learning-based linguistic techniques to mark whether or not 
various topics of interest are present in each unit of text. This data can then be analyzed using 
traditional methods, such as logistic regression, for hypothesis testing. Such models are called 
topic classifiers and are used to automatically analyze text and assign observations to predefined 
classes or groups (Sunagar et al., 2021). Although there are a number of unsupervised methods for 
text classification, researchers often rely on supervised machine learning for text classification 
(Pitigala & Li, 2015). Researchers tend to use supervised learning for text classification because 
they use such models to categorize responses into classes that are predefined by researchers; 
hence, the data is often labeled by researchers and the model assesses a specified outcome 
variable, making the learning process supervised (Kadhim, 2019; Sebastiani, 2002).

If a researcher wishes to test whether more agreeable employees get paid less (e.g., Judge et al., 
2012), they could run a preexisting text classification model that codes personality from text (e.g., 
Keh & Cheng, 2019) in employees’ emails and then use the personality scores from this model to 
test whether there is a negative correlation between employees’ agreeableness scores and their 
compensation. This reliance on preexisting algorithms is one of the most common approaches to 
text classification in management. However, if no preexisting personality topic classifier exists, 
researchers can build one independently.

To do this, they would first have to select a subset of the text and manually code the outcome of 
interest (e.g., personality traits). After coding the subset of text, researchers need to convert each 
text observation (e.g., email) into a set of numbers representing the content of the text using 
tools such as Word2Vec (Church, 2017) or word embeddings (Liu et al., 2015). These tools 
essentially act as dictionaries that allow researchers to score the frequency of words in each entry. 

2
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This coded, quantified text data is then split into seen and unseen datasets. Researchers can then 
choose a supervised machine-learning algorithm to predict personality scores from the 
quantified text. Once the model is built on the seen data, it is tested on unseen data. If the model 
has adequate accuracy in the unseen data, researchers can then use it to classify all remaining 
text entries in the remainder of the dataset (after converting the remaining text into a numeric 
format). Text classification can be done through various methods using algorithms such as 
decision trees, random forest, support vector machines (SVM), and neural networks (Kang et al., 
2020). To evaluate such models, researchers simply use the same metrics that they would with 
numeric supervised-learning classification models.

Topic Modeling

Whereas text classification requires researchers to predefine topics that they wish to code, topic 
modeling identifies naturally occurring themes within a collection of text (Kang et al., 2020). For 
example, suppose a researcher wishes to identify the topics employees most commonly discuss 
when evaluating the organization. In this case, they can use a topic-modeling algorithm that 
identifies common themes in employees’ feedback, along with the words that define each theme; 
the researcher can then assess the relative frequency of the topics in the text and the content of 
each topic.

Latent dirichlet allocation (LDA; Blei et al., 2003) is the most common topic-modeling method 
and is the only form of unsupervised machine learning commonly used in management. Before 
starting an LDA analysis, researchers must decide the number of topics present within their data. 
Although there are indexes to help with this decision, there is no clear method to determine the 
number of topics that should be in a model (Grimmer & Stewart, 2013). Thus, it is ultimately up to 
the researcher’s judgement. One method to guide this decision is for researchers to fit multiple 
LDA models differing in the number of topics and select the model with the best fit as judged by a 
variety of indexes such as held-out likelihood, residuals, lower bound, and semantic coherence 
(Roberts et al., 2019; Taddy, 2012; Wallach et al., 2009).

Once the number of topics is determined, the algorithm determines which words define each 
topic by first randomly assigning words to topics and then assessing the placement of each word 
one at a time. When examining each word, the algorithm calculates the probability of the word 
belonging to the given topic and assigns the target word to a new topic based on this probability, 
repeating the process until the improvement in probability is minimal or until a set number of 
iterations has been run. Once the model is built, researchers can assess the content of each topic 
by examining the words with the highest probability of occurring within each topic. The 
performance of the model is based on the subjective judgment of researchers on how 
comprehensible the topics are.
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Other Machine-Learning Models

There are a number of other algorithms used within management. For instance, the SVM learning 
algorithm finds the best hyperplane that partitions observations belonging to different levels of 
the outcome variable (Vapnik & Lerner, 1963). This hyperplane could be linear or nonlinear. SVM 
has been used in management to predict firms’ deceptiveness (Deng et al., 2021) or to detect 
public sentiment toward the firm (Yiu et al., 2022).

The k-nearest-neighbors (kNN) algorithm follows the “birds of a feather” approach. It predicts 
the outcome variable for each observation based on the outcome value of most of its “neighbors,” 
that is, based on other similar observations (Fix & Hodges, 1989). Management researchers have 
also used the kNN machine-learning algorithm to detect customers’ emotional responses based 
on their images (Pantano et al., 2021). Although useful, kNN and SVM algorithms are not as 
frequently used in management as decision trees and neural networks.

A commonly used method—lasso regression—straddles the boundary between regression and 
machine learning. The lasso model aims to identify relevant and irrelevant predictors (Tibshirani, 
1996). The relevant predictors identified by the lasso are then entered into a regular regression. 
Lasso uses iterative learning techniques to determine the optimal value of a key parameter. Lasso 
can be a default method if its assumptions of sparsity and linearity hold in the dataset; that is, if 
only a few predictor variables are relevant, and the predictors and outcome variables are related 
linearly. If either assumption does not hold, lasso is not optimal for analyzing the given data. 
However, to the extent there are complex relationships in the dataset, properly tuned decision 
trees or neural networks are likely to have higher accuracy than lasso regressions.

Current State of Machine Learning in the Management Literature

Machine learning is a powerful and versatile method. Although management researchers have 
only recently begun to take advantage of it, there are examples of how machine learning has 
allowed management scholars to analyze complex data. For this review, the Web of Science 
database was accessed and searched for the keywords machine learning or artificial intelligence, 
with search results restricted to management journals. Only papers that actually used an 
algorithm that did learn from the data were included, which only occurred in a minority of the 
hits from this search.

Machine Learning to Analyze Text Data in Management

Management researchers have often used machine learning to analyze text data. Machine 
learning can capture complex social constructs such as corporate culture (Li et al., 2021) and the 
communication styles of chief executive officers (CEOs; Choudhury et al., 2019). Machine learning 
is ideal for such analyses because it can easily code constructs of interest in text data and can 
discover conceptual themes within text using topic modeling.
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Topic Classifiers

In management, topic classifiers have been commonly used to identify individual differences. 
Malhotra et al. (2018) used text classification to identify extroverted CEOs based on transcripts of 
their conference calls. They first ran the transcripts through known lexicons such as the 
Linguistic Inquiry and Word Count (LIWC) and the MRC Psycholinguistic database. These lexicons 
contain semantic and grammatical information about words that researchers can use to convert 
text into numeric data, such as word counts, number of phonemes, and word type. They then used 
a support vector machine algorithm to determine which linguistic features best predicted CEO 
extraversion in a subset of data already coded for CEO extroversion. Once their model had 
adequate accuracy, they used the model to classify all CEOs as either low or high in extroversion.

Harrison et al. (2019) used the same approach to measure CEOs’ Big Five personality traits. Using 
the lexicon Word2Vec, they quantified transcripts of CEOs’ earning calls and then used a gradient 
boosted machine-learning model to predict the Big Five in a subset of CEOs before using it to 
detect the remaining CEOs’ personalities. Hickman et al. (2021) used a similar approach to predict 
job applicants’ Big Five traits. After coding the verbal (e.g., word count), paraverbal (e.g., tone), 
and nonverbal information (e.g., facial expressions) in video interviews into a quantitative form, 
they used machine learning to optimally weigh this input to predict applicants’ self-reported and 
interviewer-reported personality scores.

Management researchers have also used topic classifiers to code individual differences outside 
the Big Five. Akstinaite et al. (2021) developed a machine learning-based measure of CEO hubris 
(i.e., excessive pride and confidence). They first examined interviews of CEOs both high and low 
in hubris, processed the transcripts with LIWC, and then built a random forest machine-learning 
model to best classify hubris within a new set of CEOs. Marshall et al. (2022) used topic classifiers 
to develop a measure of leaders’ charismatic, ideological, or pragmatic styles (Yammarino et al., 
2013). Using historical records of U.S. Presidents’ interviews, they first built a machine-learning 
model that predicted each U.S. president’s charismatic, ideological, or pragmatic leadership score 
(Yammarino et al., 2013). They then used this model to measure the leadership style of U.S. 
governors during COVID-19 based on their COVID-related press briefings, thus gaining insight 
into how societal challenges affect the leadership styles used to comfort and manage citizens.

Text classification has also been used beyond measuring individual differences, such as to 
identify the emotional valence of text. Researchers have used emotional valence detectors to 
determine how people of different gender and rank vary in their use of emotional language in 
organizational communications (Gallus & Bhatia, 2020) and how the COVID-19 pandemic 
changed people’s sentiment toward work-from-home arrangements on Twitter (Min et al., 
2021). Organizational theorists have also used text classification to identify the “linguistic 
signature” of employees with good organizational fit by identifying the differences in the 
stylistic, topical, and emotional characteristics of emails from employees with high and low levels 
of organizational fit (Srivastava & Goldberg, 2017).
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Researchers have also used text classification to classify product evaluations. Norinder and 
Norinder (2022) used deep learning to predict Amazon product ratings based on written reviews. 
Zhang et al. (2022) used a machine-learning model to detect nuanced sentiments in customer 
reviews and identify how relevant products and services can be improved. Nauhaus et al. (2021) 
used a machine-learning approach to classify positive and negative sentiments toward 
technological products within professional magazines and trade press publications, which 
predicted corporate capital allocation. Yiu et al. (2022) used machine learning to measure public 
sentiment toward nations to assess how international acquisitions affect how citizens of a nation 
feel toward the foreign nations that acquired domestic businesses within their market. They 
examined 410 acquisitions from 22 foreign nations into the Chinese market from 2010 to 2017. To 
assess public sentiment, they examined 100,902 social media posts in China regarding the foreign 
nations involved in these acquisition deals. After quantifying the data and creating a subset of 
manually coded posts, they then used a machine-learning algorithm known as support-vector 
machine to create a text classification model that marked if posts had a positive or negative 
sentiment. They then used regression analyses to test how various factors predicted sentiment 
toward the acquiring nations. They found that local public sentiment toward nations that 
acquired Chinese businesses was more positive when the foreign firms had greater levels of 
ownership postacquisition.

Lastly, topic classifiers have also been used to develop measures of job applicants’ work 
experience, tenure history, turnover, and approach to obtaining jobs (Sajjadiani et al., 2019) and 
to identify the strategic focus of top-level managers within annual reports (Kabanoff & Brown, 
2008).

Topic Modeling

Within management, topic modeling is a popular approach for discovering and tracking themes 
in texts. For example, Choudhury et al. (2019) discovered different CEO oral communication 
styles through topic modeling. Using latent dirichlet allocation (LDA) to analyze transcripts of 
CEOs’ interviews, they found that CEOs tended to adopt five different communication styles in 
their speech: excitable, stern, dramatic, rambling, and melancholic. They then queried the LDA 
model for the words most associated with each style and used those to conduct a text 
classification analysis.

Similarly, Song et al. (2022) also used LDA to discover the different topics covered in technology 
patents and then assessed how each topic predicted patent transferability (i.e., whether patents 
would be sold to another party). Theme identification has also been used to examine progress in 
academic literature. Devinney and Hohberger (2017) assessed themes in the international 
business literature related to culture and how the themes were altered by Kirkman et al.’s (2006) 
influential review paper on cultural influences. They found that the themes covered in published 
articles had not shifted before versus after Kirkman et al.’s (2006) publication.
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Similarly, Croidieu and Kim (2018) used such a topic-modeling approach to uncover the 
legitimization process of U.S. radio operators. In the late 1800s, radio operators were not seen as 
legitimate professionals as the radio was a recently invented form of entertainment. However, 
over a few decades, radio broadcasts and their social influence gained societal recognition, 
making radio operators a legitimized career choice. Croidieu and Kim used LDA to examine this 
process by identifying themes within historical texts that pertained to U.S. amateur radio 
operators from 1899 to 1927. By tracking how these themes differed across time, they could 
assess how public perceptions of radio operators shifted over time. These shifts in perceptions 
indicated the nature of the legitimization process through which amateur radio operators became 
viewed as professional experts. To become legitimized, amateurs needed to engage in four major 
activities: building collective competence and mastery, operating in public spaces to display 
mastery, contributing to societal changes and reforms, and establishing a collective identity with 
expected roles.

Giorgi et al. (2019) used an identical approach to investigate how public understanding of auto 
safety evolved over time by examining auto safety themes within congressional hearings, firm 
reports, and popular media. They used this information as a contextual background to 
understand how firms responded to legal and social pressures, finding that firms’ responses to 
legal pressure ultimately depended on whether the cultural context constrained them or allowed 
them to potentially alter the law. Furman and Teodoridis (2020) also used this temporal topic- 
modeling approach to discover themes to assess how the content of engineering research changes 
and diversifies after the introduction of innovative technologies.

Another common use of topic modeling is assessing individual observations’ uniqueness. Van 
Angeren et al. (2022) assessed the uniqueness of mobile applications (apps) by using LDA to 
examine apps’ descriptions, which specify their function and features. This analysis created a list 
of common topics in apps and quantified the concentration of each topic within each app. They 
then calculated the uniqueness of each app by calculating the difference between the 
concentration of each topic in each app and the average topic concentration across all apps within 
the same app category. This method measured how much each app deviated from its category 
norms regarding its function and features. They then related this app distinctiveness to 
subsequent app performance and found a U-shaped relationship for free apps and an inverted U- 
shape for paid apps.

Giorgi and Weber (2015) used this approach to assess distinct framing styles in analysts’ reports. 
Using LDA, they found 14 themes within analysts’ investment advice. They then measured 
analysts’ deviation from the average framing themes to assess the uniqueness of each analyst’s 
framing. They found that deviating from the average frame moderately improved investors’ 
evaluations of analysts. Topic deviation has even been used to measure firms’ distinctiveness 
using public information available on firms’ websites (Haans, 2019) and corporate annual reports 
(Choi et al., 2021).

Researchers can also take the outputs of the LDA model and analyze them using traditional 
regression-based methods. For example, researchers have used LDA to model key themes in 
employees’ reviews on Glassdoor and then assessed the relationship between interpersonal and 
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intrapersonal heterogeneity in themes to predict firm-level outcomes using regressions 
(Corritore et al., 2019). Similarly, researchers have modeled topics in the abstracts of patent 
filings (Kaplan & Vakili, 2015) and scientific articles (Antons et al., 2019) and used these to predict 
future citation counts (see also Doldor et al., 2019; Sun & Slepian, 2020 for additional examples). 
Researchers have used LDAs to model specific themes of interest occurring in companies’ 
financial statements and used these to predict financial misreporting (Brown et al., 2020). In 
these cases, machine learning is a complement to traditional methods. The machine-learning 
model does not directly predict the outcome variable; it merely provides numeric values 
associated with constructs of interest.

While there are many uses of topic modeling in management, one commonality among these 
studies is that they tend to use a single algorithm—LDA.

Machine Learning to Analyze Numeric Data in Management

Management researchers have used machine learning to analyze numeric datasets with a large 
collection of intercorrelated variables, which cannot be analyzed using regressions due to 
multicollinearity and other violations of assumptions. For instance, Kumar et al. (2022) used 
machine learning to discover firms’ alliance networks based on 48,104 distinct alliances in each 
year from 1975 to 1996. Such a dataset is immensely large and full of complicated and interrelated 
variables. However, machine learning is the ideal tool for handling such complex data and 
creating impactful models. Although dozens of methods can be used for such analyses, decision 
trees and neural networks are some of the most common approaches in management.

Decision Trees

Within management, decision trees have been used to find important predictors of outcome 
variables of interest. For instance, using a decision tree machine-learning model known as the 
Bayesian network, Hosseini (2021) was able to predict product sales based on customers’ 
characteristics, thus determining which customer characteristics had the greatest impact on 
sales. They did so by first building a model that used customer attributes to predict sale outcomes 
and then querying the model to assess the degree to which each attribute predicted a successful 
sale. Similarly, Tidhar and Eisenhardt (2020) used a random forest algorithm to find which 
revenue features best distinguish between high and low performing apps and subsequently 
identified optimal revenue models for popular and unpopular digital products.

Sometimes researchers are interested in a single predictor variable; however, for complex 
phenomena determined by a large number of factors, they need to control for several variables, 
which machine learning can do easily. For instance, Miric and Jeppesen (2020) used a random 
forest algorithm to assess how piracy affected product innovation. Their study examined a 
specific instance of piracy in which a major hacking incident resulted in thousands of mobile apps 
being copied from online repositories and made freely available to illegally download on a third 
party app. Their model assessed how product innovation, operationalized as the frequency of app 
innovations and revisions, differed before and after the hacking event across apps that were 
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pirated, unpirated, and pirated in the past. They did so while controlling for a large number of 
factors, such as app price, size, description, rating, price, market niche, the number of downloads 
before piracy, and developer identity. Their model found that although piracy reduced small 
product innovations, such as bug fixes, it did not affect substantial product revisions, such as 
feature updates, and increased the creation of new apps. Similarly, using a generalized boosted 
model, Jabbari et al. (2022) found that participating in technology-mediated human capital 
investments, such as online learning and working in the gig economy, increased individuals’ 
entrepreneurial intentions; they did so while controlling for a slew of administrative tax data. 
Schulz et al. (2022) also used a random forest algorithm to detect the true shape of the 
relationship between organizational income inequality and employees’ trust in their managers 
while accounting for employee collective voice, tenure, supervisory role, gender, occupation, 
employment contract, salary, firm size, age, and employee legal status; their model identified an 
inverted U-shaped relationship between the key predictor and the outcome.

Lastly, decision tree models have been used to create important outcome variables from data 
whose input is too complex to understand. Such an approach has been used with game-based 
assessments, that is, employee selection tools used to measure applicant aptitude and personality 
through a game format (Auer et al., 2022). These models use hundreds of raw trace data variables 
collected during game assessments, such as mouse movement, objects interacted with, and time 
spent playing, to predict applicants’ cognitive ability, goal orientation, and personality traits 
(Auer et al., 2022; Wu et al., 2022).

Neural Networks

Neural networks are powerful and versatile but require considerable programming skill and 
computational power. Management researchers have used these algorithms to model complex 
processes. Grand (2020) used a neural network algorithm to examine how trace data within 
situational judgment tests predict respondents’ work experience and expertise and whether they 
evaluate response options in the test based on the option’s objective behavior or its potential 
consequences. Thus, the researcher modeled respondents’ cognitive processes while they were 
making judgments and decisions during the assessment. Gibson (2000) used neural networks to 
simulate human learning based on experiments in which participants made hypothetical 
judgments about how to increase firm production in environments of varying uncertainty; the 
researcher was able to model human learning within dynamic environments using the neural 
network model.

Management scholars have also used neural networks to model complex social phenomenon. 
Kennedy and McComb (2014) used machine learning to model how teams’ processes predict their 
performance. First, Kennedy and McComb ran a series of laboratory experiments in which 180 lab 
participants were grouped into 60 teams and charged with creating a work schedule that 
minimized cost. As the teams set about their task, they were recorded, thus documenting their 
team processing. These recordings were then manually rated to quantify when teams were 
focused on the following team processes: mission analysis (e.g., discussion of task objectives), 
goal specification (e.g., discussion of task goals), tactical strategy (e.g., discussion of planned 
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courses of action), operational strategy (e.g., discussion of the individual roles and 
responsibilities of team members), and action process (e.g., discussion of task performance). The 
researchers then marked process shifts, that is, when teams transitioned in their focus from one 
team process to the next; thus, marking the temporal progression of the team. The teams’ 
performances were then measured based on the cost of their work schedules and the time it took 
them to complete the task. Kennedy and McComb then used a neural network algorithm to model 
how process shifts predicted team performance, allowing them to model the nonlinear 
relationships between the variables. They then used the relationships found within the machine- 
learning model to create a prototype of an optimal team with ideal process shifts and ran 
simulations on how such a team would perform under the effects of various interventions.

Neural networks have also been used for simpler purposes. For instance, Halim et al. (2021) used 
neural networks to model how firms’ liquidity and financial efficiency predicted firms’ financial 
distress over time, thus using machine learning to complete a time series analysis. He et al. 
(2020) used neural networks to generate new data while analyzing factors that predict the 
resolution of governance disputes. Sen and Puranam (2022) used a neural network algorithm, 
called an artificial neural network, along with a decision tree-based algorithm, called random 
forest, to predict firms’ adoption of new business practices. They used the Preqin dataset 
containing 4,505 private equity firms across more than 60 industrial sectors from 1990 to 2016. 
They then used their two machine-learning models to assess their incredibly complex dataset 
and determine which factors were most relevant to the adoption of new practices. They did so by 
first building two machine-learning models with adequate accuracy in predicting adoption. They 
then assessed both models to determine how much each variable contributed to either models’ 
accuracy. The variables with the highest impact were determined to be the most relevant to 
adoption. Then, to further interpret the effects of these variables, the researchers ran a lasso 
regression examining how the most relevant variables from their neural network and random 
forest models related to adoption. This analysis allowed the researchers to further narrow down 
the top predictors and obtain regression coefficients that are simpler to interpret. In their 
analyses, they found that firms’ number of unique coinvestors negatively related to the adoption 
of new business practices presumably due to a limited capacity to form new alliances needed for 
adoption and a greater reliance on partners who may have rivalries with new adoption-relevant 
partners. While neural network-based models are uncommon in management, neural networks 
are the machine-learning model of choice in industry, natural sciences, and engineering (Adeli, 
2001; Meireles et al., 2003; Tadeusiewicz, 2015; van der Baan & Jutten, 2000).

Criticisms of Machine Learning

Despite its strengths, there are many common criticisms against the use of machine learning in 
management studies. For one, many researchers worry that machine-learning models are 
overfitted. They worry that the models are perfectly weighted to maximally predict an outcome in 
a single dataset and that they will not generalize to new contexts. However, as mentioned in 
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section “Basic Process of Building a Machine-Learning Model With Numeric Data”, numerous 
procedures can be used to prevent overfitting, such as regularization, cross-validation, and 
unseen testing (Ghojogh & Crowley, 2019).

Another common criticism is that machine learning is an atheoretical approach. This criticism 
fundamentally misunderstands the purposes of machine learning. Machine-learning models are 
not meant to be guided by theory. Instead, they are guided by empirical patterns in the data that 
can be used to inform theory. Thus, by their very nature, they are data-driven rather than theory- 
driven. As will be discussed in the next section “Future Research Directions for Machine Learning 
in Management”, machine learning can be used to discover patterns in abductive research. Such a 
process can then be used to develop and test new theoretical perspectives using machine learning. 
Though theory has little role in creating a machine-learning model, its insights can lead to 
greater theory refinement.

Next, within management, researchers might worry that creating machine-learning models 
requires more time and effort than the analyses are worth. Researchers not only need to build 
their knowledge on machine-learning approaches and programming, but they must also find 
hardware with enough processing power to complete the intense computations required. 
Moreover, machine-learning models require large datasets that are hard to find and are often 
incomplete. It cannot be denied that there are difficulties in using machine learning for 
management scholars. If a research question can be answered with simpler methods, researchers 
can conserve their energy and use a simpler approach. If there are no large datasets available, 
then even considering machine learning is purposeless as it is not even feasible. However, if 
researchers are dealing with large and complex datasets, machine learning can extract much 
more information than regressions. Moreover, most machine-learning tools and related tutorials 
are in the open source domain, and many universities provide free high-powered computing, 
thereby creating a low barrier to entry if researchers wish to learn machine learning.

Lastly, scholars have raised concerns for the possibility of “machine bias” in which machine 
learning perpetuates prejudice and discrimination (e.g., racism, sexism, ageism, and classism; 
Angwin et al., 2016). However, it is important to remember that machine learning is a tool. It is 
the responsibility of the tool’s creator to test for and correct any biases. Bias in machine-learning 
systems is a result of a variety of missteps during data curation, data verification, model building, 
and model implementation (for a more thorough description, see Suresh & Guttag, 2021). For 
instance, some models are biased because they were built on nondiverse samples (Prates et al., 
2020). A dataset that does not adequately represent minorities forces the model to focus on 
learning patterns from majority groups (e.g., White Americans, men) in order to optimize its 
accuracy. Thus, the resulting model functions well for majority groups but has little information 
on how to make predictions for minority samples. This becomes an issue if the nature of the 
phenomenon differs across social groups, leading to more misclassification for minority groups. 
Alternatively, a machine-learning model may be biased if it is trained on data that reflects a real 
world bias. Machine-learning models learn to mimic human decisions. If the human decisions on 
which the model was trained were biased, then the model will inevitably learn to exhibit that bias. 
Any system built with such fundamental flaws would be biased regardless of the method used.
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There are many methods to mitigate bias in machine-learning systems. (For a more thorough 
description, see van Giffen et al., 2022.) For instance, researchers can ensure that the training 
data is diverse and represents the underlying population so that the model identifies patterns and 
relationships that are relevant across majority and minority groups. Also, researchers need to 
carefully evaluate whether the dataset has any built-in biases. For instance, when examining 
criminal justice systems, researchers need to ask whether the judicial system is rife with racial 
biases, as any model built on such data will mimic that bias. Additionally, when choosing 
variables to represent key phenomenon, researchers need to consider whether the variables are 
equally appropriate and accurately measured across various groups. During model building, 
researchers can include a special model parameter (i.e., a regularizer to the loss function) that can 
help assess differences in classification across social groups (Kamishima et al., 2012). Researchers 
could also build multiple models, one for each social group, and then combine these models to 
avoid the disproportionate prioritization of certain groups (Calders & Verwer, 2010). Once models 
are built, researchers can assess model evaluation metrics by group to ensure that it performs 
equally well across various groups. Lastly, after having built the model, researchers can 
incorporate humans into the machine learning-based system, encouraging them to question and 
analyze the machine-learning model’s recommendations, thus helping avoid blind adherence to 
or confirmation bias in favor of a potentially biased system (Provost & Fawcett, 2013).

It is important to note that management researchers’ concern that machine learning can be used 
for nefarious purposes, such as discrimination (Kleinberg et al., 2018), ignores a key point: 
machine learning is simply a tool (Ahmed et al., 2022). Machine-learning algorithms are 
mathematical algorithms that seek to make the best predictions possible based on all the 
information available. In this sense, machine-learning algorithms are no different from 
regressions. Both regressions and machine learning can be misused by being applied on biased 
data to make biased conclusions. The predictive power of machine learning can be used for 
nefarious purposes. For instance, there are machine-learning models that can analyze people’s 
faces and classify their ethnicity with high accuracy (Leibold, 2020). Those with malevolent 
intentions can use these models to discriminate against and target people from particular 
ethnicities. The crux of this problem is in the user of machine learning, not of the machine- 
learning method per se. Just because Oppenheimer (1948) used Einstein’s E = mc  equation to 
create the atomic bomb does not mean that Einstein’s equation had a “dark side”; instead, it 
merely shows that scientific tools can be used for both useful and morally unsound purposes.

Future Research Directions for Machine Learning in Management

Much impressive work in management focuses on using machine learning to measure and predict 
phenomena. However, as with all methods, there are still uses of machine learning that 
management researchers have not fully utilized.

2
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Unsupervised Machine Learning for Quantitative Data

Unsupervised machine learning remains underutilized in management research. The only 
predominant use of unsupervised machine learning is topic modeling. While topic modeling has 
allowed researchers to creatively engage, analyze, and measure phenomena using qualitative 
data, unsupervised quantitative data analyses are noticeably less common. A variety of archival 
databases could already be used for such an analysis. These datasets provide information on 
firm-level phenomena, such as measures of financial performance from Compustat (Uotila et al., 
2009), corporate social responsibility from the MSCI KLD 400 Social Index (Godfrey et al., 2009), 
and firms’ mergers, acquisitions, and alliances from the Securities Data Company (Villalonga & 
McGahan, 2005). There are also datasets that examine individual-level phenomena, such as 
measures of social values and attitudes from the World Values Survey (WVS) (Cullen et al., 2004), 
leadership preferences and beliefs from Global Leadership and Organizational Behavior 
Effectiveness (House et al., 2002), and employee job satisfaction and perceptions of the 
organization from Glassdoor (Dineen & Allen, 2016).

Using unsupervised machine learning would allow researchers to identify how phenomena, such 
as firm behavior and employee characteristics, cluster and group together (Gentleman & Carey, 
2008). For instance, many management researchers use clustering approaches to assess 
employees’ biodata and create employee profiles (e.g., Cortina & Wasti, 2005; Schmitt et al., 2007; 
Woo et al., 2020). Such profiles can be generated using unsupervised machine-learning methods, 
such as k-means clustering, which will allow researchers to automatically evaluate far larger 
collections of complex biodata and devote more effort to interpreting the processed data and 
model to generate meaningful insights (Sinaga & Yang, 2020). Another example of the utility of 
unsupervised learning is Kumar et al. (2022) who used unsupervised machine learning to conduct 
a clustering analysis to discover firms’ alliance networks based on a large dataset containing 
48,104 distinct alliances in each year from 1975 to 1996.

Unsupervised machine learning also allows researchers to engage in dimensionality reduction by 
excluding irrelevant variables from a dataset while still keeping variables that provide valuable 
information and boost model performance (Gentleman & Carey, 2008). Unsupervised learning’s 
unrestricted data analysis also allows the algorithm to uncover novel patterns that the human 
mind might not consider and can indicate problem spaces within the literature that need further 
investigation and development (Leavitt et al., 2021). Perhaps the model discovers clusters of job 
characteristics that indicate the emergence of a new form of work. Such suggestions can lead 
researchers to new theoretical discoveries as they investigate the problem spaces indicated by the 
model.

Algorithm Supported Abduction

In the past decade, editors of top management journals have called for the use of machine- 
learning methods and have recognized the potential of machine learning (George et al., 2014; 
George, Howard-Grenville, et al., 2016; George, Osinga, et al., 2016). Specifically, researchers 
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have started to recognize machine learning as a powerful tool to discover new relationships and 
generate insights in the organizational sciences above and beyond traditional methods 
(Choudhury et al., 2021; Shrestha et al., 2021).

Machine learning is the ideal tool for discovering empirical relationships and patterns, a 
necessary first step for theory development. First, as an automated learning process that creates 
models to predict a given outcome, machine-learning models improve upon traditional analytical 
methods through their greater accuracy (Ware, 1955). However, regarding pattern discovery, the 
greatest benefits of machine-learning models lie in their ability to identify complex relationships 
that are generally robust and replicable (Choudhury et al., 2021; Shrestha et al., 2021). They can do 
so due to their sophisticated functional form, which better handles complex relationships 
between variables than regression-based methods (Shrestha et al., 2021).

Second, machine learning has better protection against overfitting than most analytical methods, 
improving the reliability of identified patterns (Choudhury et al., 2021). As mentioned in “Basic 
Process of Building a Machine-Learning Model With Numeric Data”, model overfit is caused by 
excessive model complexity, a result of the overinclusion of predictors, or by excessive sample 
dependence, a result of the cherry-picking of variables (Hawkins, 2004). Within both cases, the 
models created fit exceptionally well to the current sample but fail to generalize to new 
observations due to a high level of prediction error (Choudhury et al., 2021). Machine learning 
protects against these risks through regularization, a model parameter that penalizes model 
complexity, and cross-validation, which tests how well the model generalizes across samples 
(Ghojogh & Crowley, 2019).

Lastly, given algorithms’ greater computational ability, machine learning can assess and identify 
patterns and variables that the human mind would have difficulty comprehending while also 
being free of the cognitive biases common to human reasoning (Shrestha et al., 2021). All of these 
capabilities allow machine learning-based pattern discovery to be unconstrained by the 
methodological and cognitive limits common in other quantitative and human judgement-based 
approaches, making it the perfect tool to engage in abductive research (Choudhury et al., 2021; 
Shrestha et al., 2021).

Abductive research involves a cycle of theory building and theory testing. It starts with theory 
building, wherein the researcher assesses data to discover empirical relationships and patterns. 
These discoveries are then used to engage in theory testing by creating hypotheses and testing 
them in follow-up studies (Behfar & Okhuysen, 2018; Haig, 2005). In algorithm-supported 
abduction, machine-learning algorithms’ superior computational abilities and pattern detection 
skills are used to complete the first step of the abductive process: discovering empirical 
relationships and patterns.

Algorithm-supported abduction starts with machine learning-based pattern discovery (Shrestha 
et al., 2021). To do so, researchers first build a model of their phenomenon (Choudhury et al., 
2021). Once the model is built, researchers must then determine if the model can adequately 
predict the outcome—a decision that can be made by comparing the machine-learning model’s 
performance to a baseline regression-based model (Choudhury et al., 2021).
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If the machine-learning model’s accuracy surpasses the baseline, researchers can then query it to 
understand the effects of individual variables. First, researchers can query the model to 
determine which variable is most influential in predicting the outcome by examining individual 
variables’ total effect on the outcome (Biecek, 2018). Thus, researchers can know which variable 
is most closely related to the outcome, even when accounting for all the other variables in the 
model. Next, researchers can examine the nature of the effect of individual variables through 
partial dependence plots (Greenwell, 2017). These plots illustrate the relationship between the 
individual variable and the outcome while holding the effects of all the other variables in the 
model constant. This approach best captures the shape of the effect as it calculates the value of 
the outcome at each value of the independent variable with no assumption on the shape of the 
effect.

Understanding the impact of variables and the nature of their effect, researchers can then consult 
the literature to explain the empirical relationships discovered (Shrestha et al., 2021). This stage 
is vital to algorithm-supported abduction as it allows machine learning and theory to play 
complementary roles in advancing the field (Leavitt et al., 2021). By consulting and considering 
the theory, machine learning goes from an identifier of empirical relationships to an identifier of 
theoretical areas that require further consideration. Having already known the effect, the theorist 
can then determine which theoretical perspectives are informed by the model, describe the 
theoretical mechanism behind the machine-learning findings, and contribute to theory building 
within the field. With a set theory, the researcher can then create formal hypotheses that will 
subsequently be tested using conventional methods in follow-up studies (Leavitt et al., 2021; 
Shrestha et al., 2021).

How hypotheses are tested in follow-up studies depends on the nature of the research. In 
primarily archival research where primary data is difficult or impossible to obtain, hypothesis 
testing can be done by splitting the data at the beginning of the abduction process (Shrestha et al., 
2021). The data is split into two equal subsamples, with the first sample used to build the 
machine-learning model and create hypotheses and the second sample used to deductively test 
the hypotheses generated. Such an approach has been used in strategic management with Sen and 
Puranam (2022) using algorithm-supported abduction to identify antecedents of new business 
practice adoption. Sen and Puranam used the Preqin dataset containing 4,505 private equity firms 
across more than 60 industrial sectors from 1990 to 2016. They then equally split the data into 
two subsamples: Sample I and Sample II. They built their model using Sample I and empirically 
found a negative relationship between firms’ unique coinvestors and the adoption of new 
business practices. Consulting the literature, they theorized that the more partners firms had in 
their alliance portfolios, the less likely they were to adopt new business practices due to a limited 
capacity to form new alliances needed for adoption and due to a greater reliance on partners who 
may have rivalries with new adoption-relevant partners. They then tested and found support for 
their formal hypotheses using regression modeling in their Sample II data. Through algorithm- 
supported abduction, Sen and Puranam were able to identify a counterintuitive phenomenon 
relevant to the strategic interest of firms.
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With regard to lower-level phenomena for which primary data can be collected, algorithm-based 
hypotheses can be tested using a variety of observational and experimental methods (Leavitt et 
al., 2021). Within such research, all of the archival data is used to conduct the machine-learning 
analysis. Then new data is collected to test the abductive hypotheses, ensuring that the effect is 
not specific to the dataset. Within the domain of psychology, Sheetal et al. (2020) used such 
algorithm-supported abduction to find predictors of ethicality. Based on WVS respondents’ 
answers to a series of 700 questions, Sheetal et al. built a deep-learning model to classify 
individuals’ ethicality based on their attitudes, values, and beliefs. They found that respondents’ 
optimism about the future of humanity was one of the strongest predictors of ethicality, a 
variable previously unexamined in the past literature on unethical behavior. They verified their 
machine-learning insight of optimism reducing unethical behavior with a correlational and an 
experimental study, thereby verifying the abductive hypothesis.

Algorithm-supported abduction is an innovative method used to develop theory within 
management. It allows researchers to balance theoretical insights with the computational power 
of machine learning, resulting in highly impactful and relevant theoretical discoveries. However, 
to fully utilize these advantages, researchers must first understand how machine-learning 
models function.

Conclusion

Machine learning is a long-established analytical method that has started making headway in 
management research. Despite numerous calls to use machine learning in management (e.g., 
George et al., 2014; George, Howard-Grenville, et al., 2016; George, Osinga, et al., 2016), 
management researchers have only used a narrow range of machine-learning methods to address 
a relatively narrow set of research questions. This article suggests that management scholars can 
consider adopting a wider range of machine-learning methods to answer a wider set of research 
questions. Over the past decade, machine learning-based predictive models have largely replaced 
regression-based predictive models in industry. Over the coming decades, a similar trend is likely 
to unfold in the management sciences. Thus, a deeper understanding of the many machine- 
learning algorithms available and their uses can help researchers capitalize on this shift.
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Appendix

Table A1. Pros and Cons of Traditional Regression-Based Methods and 
Machine-Learning Methods

Pro Con

Traditional regression- 
based analyses

Easy to use

Do not require large 
datasets

Easy to interpret

Have many assumptions that limit its 
effectiveness

Cannot handle complex data well

All nonlinear or interactive effects need to be 
specified prior to analysis

Machine-learning

analyses

Handle complex data 
very well

Create models with 
higher predictive 
accuracy

Not limited by 
assumptions on the 
nature of data

Automatically assess 
complex effects

Hard to learn/steep learning curve

Building machine-learning models takes a 
long time

Require large datasets

Require high performance computers
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Table A2. Summary of Machine-Learning Approaches

Purpose Type of 
input data

Type of 
learning

Output Example algorithms Notes

Decision tree- 
based models

Regression or 
classification

Numeric Supervised Prediction of an 
outcome or 

classification of 
observations

Random forest, 
generalized boosted 

models, XGBoost

Easier to explain how it functions, 
often more interpretable.

Neural 
network- 

based models

Regression or 
classification

Numeric Supervised Prediction of an 
outcome or 

classification of 
observations

Deep-learning model Can automatically capture complex 
relationships. Hard to explain 

functioning; seen as a Black Box 
method. Long training time.

Topic 
classifiers

Identify topics 
in text

Text Commonly 
supervised

Indication of the 
presence of a topic in 

text entries

Supervised: Random 
forest, naïve Bayes

Unsupervised: Lbl2Vec

Many preexisting classifiers are 
available.

Topic 
modeling

Discover topics 
in text

Text Unsupervised A list of topics and the 
words that define them 

found in collections of 
text

Latent dirichlet 
allocation, structural 

topic modeling

Requires user to state number of 
topics before analysis.
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Table A3. Supplementary Reading

Topic Readings

General 
machine- 
learning 
reviews
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orsc.2020.1382> Organization Science, 32(3), 856–880.
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187–212.Yang, L., & Shami, A. (2020). On hyperparameter optimization of machine learning 
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Neurocomputing, 415, 295–316.

Yu, T., & Zhu, H. (2020). Hyper-parameter optimization: A review of algorithms and 
applications <http://arxiv.org/abs/2003.05689>. arXiv.

Further on 
evaluation 
metrics

Botchkarev, A. (2019). A new typology design of performance metrics to measure errors in 
machine learning regression algorithms <https://doi.org/10.28945/4184>. Interdisciplinary 
Journal of Information, Knowledge, and Management, 14, 45–76.
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algorithms <https://doi.org/10.48550/arXiv.1905.05667>. arXiv.

Further on 
specific 
algorithms

Bentéjac, C., Csörgő, A., & Martínez-Muñoz, G. (2021). A comparative analysis of gradient 
boosting algorithms <https://doi.org/10.1007/s10462-020-09896-5>. Artificial Intelligence Review, 
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Blei, D. M., Ng, A. Y., & Jordan, M. I. (2003). Latent Dirichlet Allocation. The Journal of Machine 
Learning Research, 3, 993–1022.

International Conference on Knowledge Discovery and Data Mining.

Goodfellow, I., Bengio, Y., & Courville, A. (2016). Deep learning. MIT Press.

Roberts, M. E., Stewart, B. M., & Tingley, D. (2019). stm: An R package for structural topic 
models <https://doi.org/10.18637/jss.v091.i02>. Journal of Statistical Software, 91, 1–40.

Schopf, T. (2022). Unsupervised text classification with Lbl2Vec <https://  
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Data Science.
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Table A4. Glossary

Term Definition

abduction A form of logical inference that seeks to find the most likely conclusion from a set of 
observations.

accuracy Performance metric for machine-learning classification models. It measures the proportion 
of observations that were accurately classified (i.e., the sum of true positives and true 
negatives divided by the total number of observations).

confusion matrix A table used to assess the performance of a machine-learning classification model. The table 
shows the number of observations that the model classified correctly versus incorrectly for 
each category in the outcome variable.

cross-validation During the model training stage, the model is repeatedly tested on how well it predicts the 
outcome variable in a subset of seen data. Common methods include k-fold cross-validation 
and leave-p-out technique.
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Term Definition

decision tree- 
based models

Machine-learning models that are based on the premise of using classification trees to 
identify variables that best split the data into the categories of interest. Example algorithms 
include random forest, Bayesian networks, generalized boosted models, and extreme 
gradient boosting (XGBoost).

feature 
engineering

The step before building a machine-learning model in which researchers clean and process 
the data.

held-out likelihood In topic modeling using LDA, it is a metric to help determine the number of topics in the data 
that measures a topic model’s ability to represent the phenomenon in a subset of unseen 
data.

hyperparameter 
search

The process in which researchers determine the optimal values for their model’s 
parameters. This involves building a model for different combinations of parameter values 
and selecting the model that generates the lowest value of the loss function. Common 
methods include grid search, random search, and Bayesian search.

hyperparameter 
tuning

Most machine-learning models have free parameters that are set to their default values. 
These default values are based on simulations and are generally optimal; however, these 
parameters are not meant to be final. Researchers should vary these free parameters to find 
an optimal set for their specific dataset. They must tune their model’s parameters.

loss values A metric that measures the machine-learning model’s ability to predict the outcome variable 
by assessing the gap between the true values and the predicted values of the outcome.

lower bound In LDA, it is a metric to help determine the number of topics in the data that measures the 
lower bound of the log likelihood of the model.

neural network- 
based models

Machine-learning models that mimic the structure of neurons in the human brain to create a 
neural network that optimally weighs input data to predict an outcome variable. Example 
algorithms include deep-learning neural networks, recurrent neural network, and 
convolutional neural networks.

no information 
rate

A metric that represents the accuracy of a machine-learning classification model if it merely 
guessed the most prevalent class for all observations.

one-hot-encoding Transforming a categorical variable into a set of variables that each represent a single 
category of the original variable.

perceptrons The figurative “neurons” of the neural network.

regularization 
parameters

A machine-learning model parameter that protects against overfitting by penalizing the 
model for relying on too many predictors.
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Term Definition

residuals In LDA, it is a metric to help determine the number of topics in the data that measures the 
model’s error.

seen data The portion of data in unseen testing on which the model is built.

semantic 
coherence

In topic modeling using LDA, it is a metric that represents how semantically similar key 
scoring words are within each topic in the model, helping researchers understand how 
interpretable the topics are.

sensitivity Performance metric for machine-learning classification models. Defined as the ratio of true 
positives to the number of positive cases in the data, it measures a model’s ability to identify 
positive cases.

specificity The ratio of true negatives to the number of 
negative cases in the data; it measures the 
model’s ability to identify negative cases.

supervised 
machine learning

Machine-learning models that analyze data with a predetermined outcome variable in order 
to predict the outcome based on the input data provided. Common algorithms include deep 
learning, random forest, support vector machine learning (SVM), k-nearest-neighbors, and 
XGBoost.

text classification 
models

Machine-learning models that are used to identify prespecified topics in text data. These 
models are often built with supervised algorithms such as decision trees, random forest, 
SVM, and neural networks.

topic-modeling 
models

Machine-learning models that are used to discover topics or themes in text data. These 
models are often built with supervised algorithms such as latent dirichlet allocation (LDA).

unseen data The portion of data in unseen testing on which the model is tested.

unseen testing A test that assesses the accuracy of a machine-learning model in a new set of data. In this 
test, a certain proportion of the data are kept aside and presented to the model after the 
model training is complete. The model is then asked to predict the dependent variable from 
the independent variables in this data. The model is judged on how well it predicts the 
dependent variable in the unseen data.

unsupervised 
machine learning

Machine-learning model that analyzes data to freely build models without a specific 
dependent variable. Common algorithms include latent dirichlet allocation (LDA) and 
k-means clustering.

word embeddings A tool for converting text data into a numerical format.

word2vec A tool for converting text data into a numerical format.
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